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Abstract

Measuring text similarity has been studied for a long time due to its importance in many
applications in natural language processing and related areas such as Web-based document
searching. One such possible application which is investigated in this paper is determining the
similarity between course descriptions of the same subject for credit transfer among various
universities or similar academic programs. In this paper, three different bi-gram techniques have
been used to calculate the similarity between two or more Arabic documents which take the form
of course descriptions. One of the techniques uses the vector model to represent each document in
a way that each bi-gram is associated with a weight that reflects the importance of the bi-gram in
the document. Then the cosine similarity is used to compute the similarity between the two vectors.
The other two techniques are: word-based and whole document-based evaluation techniques. In
both techniques, the Dice’s similarity measure has been applied for calculating the similarity
between any given pair of documents. The results of this research indicate that the first technique
has demonstrated better performance than the other two techniques as viewed with respect to the
human judgment.

Keywords: N-Gram Similarity Measures, Cosine Similarity Measure, Vector Model,
Dice's Similarity Measure, Course Description Matching, Course Credit Transfer.

Introduction

According to Ethan M, et al., [1], text similarity is the measure of how alike two
documents are, or how alike a document and a query are. Measures of text similarity
have been used for a long time in applications in natural language processing and related
areas [2]. One of the earliest approaches of text similarity is perhaps the vectorial model
in information retrieval, where the document most relevant to an input query is
determined by ranking documents in a collection in reversed order of their similarity to
the given query.
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In this model, each document is represented as a vector of words. More formally,
each word is associated with a weight w; that reflects its importance in the document as
follows:

Lo Wa Wy e W, ;)

d | : Document j
w, e Weight of the first word in document

The weight of a word in a document can be calculated by the frequency of the word
in the document normalized by the maximum frequency in that document and multiplied
by the inverse document frequency (idf) of the word as follows:

Wi,j = fi,j x idf
Where
Wi,j : The weight of word i in document j

fi, The frequency of the word i in the document j normalized by the

maximum frequency in

that document

idf (the inverse document frequency) = log N—
n

i
N : The total number of documents in the collection

n; :The number of documents contain word i

Such term-weighting strategies are called tf-idf (term frequency inverse document
frequency). Many similarity measures can be used to calculate the similarity between
any two vectors (cosine, dice, jaccard or inner product) [3].

Another approach of text similarity is clustering, in which we group the given set of
documents according to their similarity into different clusters. Benjamin C.M. et al., [4]
used a method built on this idea that similar documents can be identified by some
common words, called frequent item sets. By finding the frequent item sets that are
common to a number of documents we can put these documents in one cluster.

In order to calculate the similarity between two documents or between a document
and a query, the first challenge is to decide what will be used to represent a document or
a query. Since a document is a sequence of words, a very common way is to view a
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document as a bag of words. After indexing a document, the common words such as
“or”, “and”, and "the" should be removed.

Generally, the effectiveness of the matching process that views a document as
sequence of words (bag of words) depends on the number of identical words in the two
documents. Because of the word variation in the documents, this will decrease the
similarity value among two similar documents unless you have an accurate stemmer. So,
the second challenge in calculating the similarity between two texts is word variation.
That is, a word can exist in several forms. For example, the word “connect” may exist as
“connects”, “connected” or “connection”. The most common types of variation that are
encountered in textual databases are affixes, multiword concepts, spelling errors,
alternative spellings, transliteration, and abbreviations [5]. So we need an additional step
to handle the word variation problem. Conflation stemming is the act of bringing
together nonidentical textual words that are semantically related and reducing them to a
controlled or single form for retrieval purposes [5].

The primary goal of conflation is to allow matching of different variants of the
same word; in terms of standard information retrieval quality measures, conflation
improves recall (the quotient of the number of retrieved relevant documents and the total
number of relevant documents). In addition to that, precision (quotient of the number of
retrieved relevant and number of retrieved documents) can be positively affected, as
several terms in the same documents can be conflated to the same index term, which can
lead to a change in similarity to the query and thus the ranking. Furthermore, conflation
can reduce the size of the document index significantly, because there are fewer distinct
index terms that need to be stored [6].

Several conflation techniques have been used to handle the word variation problem.
As in [6], the usual approach to conflation in information retrieval is the use of a
stemming algorithm that tries to find the stem of a word, which is the basic form from
which inflected forms are derived. For example, the stem of both “connection” and
“connects” would be “connect”.

Frakes [7] distinguishes between four types of stemming strategies: affix removal,
table lookup, successor variety, and n-grams. Table lookup consists simply of looking
for the stem of a word in a table. Successor variety stemming is based on the
determination of morpheme boundaries, uses knowledge from structural linguistics, and
is more complex than affix removal stemming algorithms. N-grams stemming is based
on the identification of digrams and trigrams and is more a term clustering procedure
than a stemming one.

The stemming algorithms only address the problem of morphological variants of
words, ignoring the problem of misspellings. One simple method for automatic spelling
correction is to use N-gram technique as stemming technique. This technique breaks up a
text document into several n-character long unique grams, and produces a vector whose
components are the counts of these grams [8]. The issue is further complicated by the
fact that the stemmer might not be efficient for the matching process in some
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applications [9]. For example, electronic documents that are produced by scanning and
optical character recognition OCR can contain errors due to misrecognition.

This paper uses the N-gram matching approach to compute the similarity between
two Arabic texts in three different techniques: word-based using Dice’s similarity
measure, word-based using cosine similarity and whole document-based using Dice’s
similarity measure. N-gram techniques have been widely investigated for a number of
text processing tasks. According to [10], a character N-gram is an N-character slice of a
longer string. For example, the word “ INFORM ” produces the 5-grams “ INFO”,
“INFOR”, “NFORM?”, and “FORM_" where the underscore represents a blank. The key
benefit of N-Gram-based matching derives from its very nature: since every string is
decomposed into small parts, any errors that are present tend to affect only a limited
number of those parts leaving the remainder intact. The N-Grams for related forms of a
word (for instance, “information”, “informative”,” informing”, etc.) automatically have a
lot in common. If we count N-Grams that are common in two strings, we get a measure
of their similarity that is resistant to a wide variety of grammatical and typographical
erTors.

In this paper, the N-gram similarity approach has been applied for course credit
transfer between universities. A common practice in most universities is allowing
students who transfer from a university to another to count some of the courses taken
before transfer to the new institution. The process of credit transfer is carried out by
comparing the descriptions of the courses that have been studied in the old university
with those that exist in the degree plan of the new university. Two courses are
considered equivalent, and hence can be considered for credit transfer, if a high degree
of similarity exists between the descriptions of the two courses. The main objective of
this research was to investigate how N-gram-based matching techniques can be used to
handle the course transfer problem in the case of Arabic course descriptions and how
well the performance of these techniques compare with the human-based similarity
judgment.

Related Work

The word-based N-gram technique was used by Miller et al. [1] in information
retrieval for English texts in similar way to vector space model. They used N-grams
rather than words as index terms. Each document was represented by a vector of N-
grams rather than words. Each N-gram was associated with a weight wj, that reflects the
importance of N-gram in the document as follows:

Wi = fik — 8

Where, the frequency (fi) of N-gramy is its count normalized by the total number of
N-grams in document |, and & is the average normalized frequency overall documents.
The similarity between two document vectors is then calculated as the cosine of the two
representation vectors.
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t

ZWi, Wi «

i=1

ini,j X ini,k
i=1 il

Sima,.,d, )=

where

W ; ; : The weight of a bi-gram (i-th bi-gram) in the document (j).

1
W, .k : The weight of a bi-gram (i-th bi-gram) in the document (k).

Miller et al. [1] showed that it is possible to build a text information retrieval
engine using N-grams rather than words as terms that can handle gigabyte-sized corpora.
They also adapted techniques that had been used for word-based systems to N-gram-
based information retrieval, making adjustments as necessary to account for the different
term distributions exhibited by N-grams.

In [11], a vector processing model was used for documents and queries, but by
using N-gram frequencies as the basis for the vector element values instead of more
traditional term frequencies. For documents, this study used term weights of the form:

w, - (log 2(tf j)+ 1)

o

W iis the weight of jth quad-gram in the document

Where

tf is the term frequency of the jth quad-gram in the document

w ; : is the weight of ith quad-gram in the document

For queries, the study used similar term weights, but with idf (the inverse
document frequency) defined follows:

o log ,(tf )+ 1) idf |
B

89




Al-Ramahi and Mustafa
where

L N
idf ;= log,| —

n;
where

N: is the number of the documents in the collection

n,: is the number of documents in the collection containing at least
one occurrence of the jth

quad-gram.

According to [11], this approach has many advantages, including:

e It provides a robust retrieval system that can tolerate spelling errors in both
documents and queries.

e It requires no linguistic pre-processing of documents or queries to perform word-
stemming or stopword removal. Thus it is also inherently language independent.

o It allows the system to accrue all of the benefits of the vector processing model,
including being able to manipulate documents and queries in a uniform way. For
example, it easy to use a retrieved document as a query for a more refined search,
such as is necessary for relevance feedback systems.

The work in [5] used an N-gram conflation method to convert a word into a
sequence of N-grams and apply it within the context of Arabic textual retrieval systems.
In this study the similarity between two words was calculated through dividing the
number of unique identical N-grams between them by total number of unique N-grams
in the two words (Dice’s similarity coefficient).

2C
A + B
where S is the similarity value, A and B are the respective numbers of unique N-

grams in word one and word two, and C is the total number of unique N-grams that are
common for both words being compared.

S =

The results of this study indicate that the digram method offers a better
performance than trigram with respect to conflation precision/recall ratios. Also the
study indicates that the N-gram approach does not appear to provide an efficient
conflation approach within Arabic context.

Another formula is used in [12] that can also be used to calculate the similarity
between two N-grams sets, and is:
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IMwW)NM(W,)
M) %M (ws) |

S (wy, w2) = \/

where |M (w,) | is the number of different N-grams in w1.

The work in [10] produced a system capable of discovering rules based on a rich
and varied set of features that are useful to the task of discriminating between text
documents. In this study, a novel method for using Genetic Programming to create
compact classification rules based on combinations of N-Grams is described. According
to this study, the frequency of a particular N-Gram could be a simple count of the
occurrence of an N-Gram in a document or a more sophisticated measure such as the
term frequency inverse document frequency (tf-idf).

Methodology

Three different N-gram-based techniques are used in this paper, including word-
based using dice’s similarity measure, word-based using cosine similarity measure and
whole document-based. In each technique stop words are removed as a first
preprocessing step. In addition, the Arabic language differs from English in that the
article (<= J)) is not separated from the word and this might affect the accuracy of
the techniques. So, it has been decided to remove it with all variations during this step.
For example, “u= 5307 is preprocessed into “oas s237,

In order to explain how each technique works, the following are two short texts
have been extracted from the problem domain which represent two different descriptions
of a calculus course.

Dl=  { coldual gl ) sl JalSill ¢y gl Gl ced a0 JalSal o o adll Jalsill
SOLabudall g1
D2= {Akall byl g jad) ) sl JalSall (g seilly JalSill eel a8 JalSal e sanall Jalill}

Word-Based Using Dice’s Similarity Coefficient

In this technique, bi-gram will be applied on each individual word in the document
in such a way that each word will be represented by a set of bi-grams. So Dice’s
similarity coefficient can be applied to calculate the similarity between the two sets of
bi-grams. A predefined threshold is used to decide if the two words are similar or not
according to similarity value S.

By taking the unique words only in each document and calculating the similarity
between each two words in the two documents and counting the similarity values of S
that above predefined threshold (i.e. common words in two documents); the similarity
between the two documents can be calculated using Dice's Coefficient after modifying it
to be applied on document level rather than word level, where A and B become the
respective numbers of unique words in two documents rather than unique bi-grams in
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two words and C becomes the total number of unique words that are common for both
documents (i.e. similarity between them above threshold) being compared rather than the
total number of unique N-grams that are common for both words being compared.

Given the two documents D1 and D2 in Tablel:

Table 1: Words appearing in the two documents D1 and D2

Document L
Number Text (Course description)
ool e f3a ¥l JalKall s gaaall Jol<ill
D1 Aiadl el JolSill (aysaill
e Lially ol lial)
ool e 3adL Joolll uguaall Jool<l
D2 Aiiall sl JalSall (o saill
q I CA IR ¥

After article “J” and stop words removal, each text will be tokenized into words as
illustrated Table2

Table 2: the words of D1 and D2

D1\Word D2\Word
JolSs Jalss
J94a J9das
JolSs Jalss
clal cl3al
JolSs JalSs

oA VA
JolSs JalSs
e e
allaal bl
dhad S ) leduio
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Table 3 shows the Bi-grams set for document D1 obtained by taking the unique

words in the document (Table 2) and applying Bi-grams on them. The Table 4 shows the
same thing for document D2

Table 3: Bi-grams for each word in D1

Word Bi-grams

Jolss {Jo aal (IS (s}
H9da {ECRTRIIEN Ac-a}

slal {105 5> )
EENEE {oda s e )
BrS {on om0}

iy (Lo is5 =)
bl {oh o b ) s e}

aladiio {al ¥ (e ond e el Zae}

Table 4: Bi-grams for each word in D2

Word Bi-grams
Jolss {Jo ) (IS 2ls}
H9dame {43 (99 cd ‘c‘*}
BN {005 5o )
oA sad {oa w9 o= g}
23S {09 o S}
Ly & s )
allaal {al ) o oaa o)}
qbi {4 (o b s

Using Dice's Coefficient, the similarity measure between the two words <d-l<i >
and < J«S5> would be (2 * 4) / (4 + 4) =1 and between the two words <J«\Si> and
<as1ae> would be (2 * 0) / (4 + 4)=0 and so on. By using 0.7 as a threshold value to
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decide if two words are similar or not, the number of similar words in the two documents
will be 6. So, the similarity measure between the two documents D1, D2 would be: (2 *
Common unique words in two documents) / (Total number of unique words in two
documents) (2 * 6) /(8 +8)=10.75

Word-Based Using Cosine Similarity
In this technique, bi-grams are computed for each word in the document

as in the first technique to address the word variation problem so that each
document will be represented by vector of bi-grams, and then the equation

w, =f;x idf

which has been cited above is used with modifications to assign a weight
(Wj) to each bi-gram rather than each word, where: f, ; represents the frequency

of a bi-gram (i-th bi-gram) in the document (j) normalized by the maximum
frequency in that document, N represents the total number of documents in the
collection, n, represents the total number of documents contains i-th bi-gram.

The similarity between two vectors is calculated according to cosine similarity
measure given above:

Zt:Wi, Wi k
i1

\/Zt:WZi,j x\/ini,k
i1 i1

where w, | represents the weight of a bi-gram (i-th bi-gram) in the

Sima,.d,) =

document (j) and W; | represents the weight of a bi-gram (i-th bi-gram) in the
document (K).

As an example, suppose we have a collection of two documents D1 and D2
where D1= <gel_ll 23> and D2= <4y sulsll zal 3> Each document will be
represented as vector of bi-grams by applying bi-gram on each word as follow:

D1=<GA‘(=\‘\J‘ﬁcqsd\c%céj‘}‘cﬁ>
D2=< ;\ﬁ“?ﬂ:cgjcycw\ch‘é‘d\6@ce\c\Js‘),ug._ﬂcd\>

Now, the formula mentioned above (tf-idf) will be used to assign a weight
for each bi-gram. The weight of (J)) bi-gram in D2, for example, can be
computed as follows:
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Wy 5=, log

n,
2
=2 xlog —=0
2 2
Note that the maximum frequency in D2 is 2.

Table 5 contains the weights of all bi-grams in the two documents (D1 and D2).
The first ten bi-grams are from D1 and the rest come from D2.

Table 5: Weights of all bi-grams in the two documents (D1 and D2)

Weight
N-gram | Document number | Freq. n;

(W ;)
J D, 1 2 0
¢ D, 1 2 0
B D, 1 2 0
& D, 1 1 0.30103
B D, 1 2 0
@ D, 1 1 0.30103
e D, 1 1 0.30103
<l D, 1 2 0
o D, 1 2 0
< D, 1 1 0.30103
o D, 1 1 0.150515
J D, 2 2 0
o D, 1 2 0
B D, 1 2 0
Z) D, 1 1 | 0.150515
s D, 1 1 | 0.150515
B D, 1 2 0
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Weight
N-gram | Document number | Freq. n;

(Wi ;)
S D, 1 1 0.150515
<l D, 1 2 0
o D, 1 1 0.150515
o D, 1 2 0
as) D, 1 1 0.150515
4 D, 1 1 0.150515

The similarity between D1 and D2 can be calculated using cosine similarity given
above as follows:

t
Z W iaW i
Sim (p,.p,) = il

(0)(0)+(0)(0) +(0)(0) +(0)(0) +(0)(0) + (0)(0)
- /0.362476x1/0.158583

=0

Let us take a more practical example from the problem domain of the paper.
Suppose we have the documents D1 and D2 that mentioned in first technique, in
addition of other two courses description D3 and D4 as illustrate in table 6:
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Table 6: Four course descriptions

Document Number Text (Course description)

. At eIl JalSHl ansatly JoalSall celia ¥l JoalSll (sguaall JoalSll
EMedaially allital)
At eIl JalSHll ansatly JoalSall celia ¥l JalSll (sguaall JoalSll

D2 - X
Lohdll aldlaay)
D3 Lolsads drwaia aliphi dygiiall yuz 5 Lygilad) cLISH) (Jolsill
D4 aillabiall (Jloadl dlasiall c¥Laia ¥l wole gonall Lylas ) douio

According to this technique, the similarity values between the document D1 and the
other documents are shown in Table 7:

Table 7: The similarity values between D1 and the other documents (D2, D3, and D4)

Document Name Similarity
— D2 0.466
Q D3 0.063
D4 0.057

Note that the similarity between the documents D1 and D2 is 0.466 and this is
relatively small when compared with the similarity value result from the first technique.

Whole Document-Based

In the last technique, each document is viewed as a sequence of characters rather
than a sequence of words (bags of words) so that each document will be represented as a
vector of bi-grams and Dice’s Coefficient is used to measure the similarity between the
two vectors where A and B represent the respective numbers of unique N-grams in string
one and string two. C represents the total number of unique N-grams that are common
for both strings being compared.

Given the same two course descriptions in table 1, initially each document is
preprocessed as illustrated in table 8:
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Table 8: The documents after preprocessing

Document

Number Text (Course description) After Preprocessing

el Jolall o gunall JolSall
D1 20aSIL JolSall (i pailly JolSl
S ledadiall o alidlitall duisall

bty S dijn 5uS JolSS

o3l JolSall o gunall JolSall

D2 oSl Jalall o an sailly Jolall
hadl] llaaY) )

Lk cdlial Lipa e LSS

Each preprocessed document will be converted into a vector of bi-grams as in table
9 and table 10 respectively:

Table 9: List of bi-grams of document D1

After .
. Bi-grams
Preprocessing
Jalss ¢J e ‘r'a\ LS “ﬂ:}
QgAna €A g ¢ 9 ¢aa Ul
Jalss «J e ‘r‘a\ Sl @
¢l al cecel ey ‘G‘ ¢l
Jal&s 3 d ch ‘?‘ S el o
= gex] ‘u'd‘u'éﬂ.‘gsj‘j“—‘é‘i'
Jal&s «Je @ ‘("‘\ S el o
o8 Qs imiosS
A s b oAy s‘_‘,_| Bl
Q\:JUSA el b s‘éJ ¢J) b et (Caa @
Gy WA {sl\\ Y e e e o e @
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Table 10: List of bi-grams of document D2

After Preprocessing Bi-grams
Jal&s
APV Jda «(.J LS caﬂ'}}
d‘& J«J}‘}Jch‘c‘ace
c“};“ Jd ‘JA ‘?‘ A< el o
d.a& e ¢l ‘U (5N ecl o
Uy e d ‘JA ‘?\ S eeli o
Jalss u'a‘u'aﬁ.cé)‘}ccé“'_\
J}ws Jda ‘?‘ S el oo
4_‘3); PSR ‘u.ns ‘é
U'_:\:\S\A;‘\ 3 Ay s& AEBXBES ‘z
PR G el ‘L\" 6L_;| &l olacas sc\ ‘!

- {4.| (s ks oad 3

Then unique Bi-grams are extracted from each vector of the two documents as
described in table 11 and table 12 respectively:

Table 11: List of unique bi-grams of document D1

Unique Bi-grams
“"'_chsJ) ¢ 9d ¢ Uealts ‘d %Lq‘?\ LS uﬂ:\}
(Ua (U CEER ‘&i e cel ‘\‘} “}; ‘G\ ¢
‘&“&J‘C [BEPIEE Y @l 4
) ‘b” c& ¢ U el e ¢ B G:Q

{\2{ 6u.nl S ETRTa)

Table 12: List of unique bi-grams of document D2

Unique Bi-grams
Qo €9 ¢ g caa Uealts ‘J ch ‘?\ LS uﬂ:\}
(LR sy e ‘cﬁ TETIKIBEBES ‘G\ ¢l
‘&“&J‘C ‘J‘J}‘_’u‘u.ﬁuﬂ
) ‘b” cé\ &l ol scﬁ\ s! ¢ 3 ‘Ig
{@ “Tda Jad (B

The number of unique Bi-grams in D1 is 45 and in D2 is also 45 and the number
of common Bi-grams in the two documents is 36. Table 13 shows the common Bi-grams

between the two documents.
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Table 13: Common bi-grams between D1 and D2

Common Bi-grams
¢Jda ‘\" LS c&}
C ‘ci decne 26296 9d A Teakis
¢ 5 ‘c'i‘;.‘;.\c\j
(B A s
cé‘@jscc‘)“)Jg}ugu.nScé

{ Caechlebaededy

By knowing the number of unique bi-grams in each document and the number of
bi-grams that are common to the two documents, the similarity between them can be
easily calculated using the formula mentioned above as follows:

(2 * Common Bi-grams) / (Total number of unique Bi-grams)
(2%*%36)/(45+45)=0.80
Experiments and Results

To evaluate each technique, two sets of documents were used. The first set
consist of a collection of 104 different course descriptions which were withdrawn from
the course catalogs of different colleges at Yarmouk University, most of which were
selected from the College of Information Technology and Computer Sciences and the
College of Science. The second set contains 30 course descriptions that were selected
from different Jordanian universities to be used as testing cases. Human judgments
about the credit transfer of these courses as carried out at Yarmouk University were
recorded as shown in Tablel4. Similarity checking was performed by comparing the
testing cases against the course descriptions in the first set.

Table 14: List of testing cases and how they were treated by humans

. Human Judgment . Human Judgment
Testing Case (Transferred %ourse) Testing Case (Transferred %ourse)

Test 1 Arabic 100 Test 16 Physics 101

Test 2 Arabic 102 Test 17 Physics 102

Test 3 Chemistry 101 Test 18 Physics 105, 101

Test 4 Biology 101 Test 19 Physics 106,102

Test 5 Physics 101 Test 20 Biology 101

Test 6 Physics 102 Test 21 Biology 102

Test 7 Computer science 101 Test 22 Biology 105

Test 8 Computer science 250 Test 23 Biology 106

Test 9 Calculus 101 Test 24 Calculus 102

Test 10 Calculus 102 Test 25 Calculus 101

Test 11 Calculus 201 Test 26 Statistics 101
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Human Judgment

Human Judgment

LSS (Transferred course) LIS (Transferred course)
Test 12 Calculus 203 Test 27 Calculus 241
Test 13 Statistics 201 Test 28 Computer science 333
Test 14 Computer science 100 Test 29 Computer science 100
Test 15 Computer science 101 Test 30 Computer science 101

Each N-gram technique reported in this paper was evaluated by calculating the
similarity of each course description from 30 test cases in the second set with all existing
courses in the first set of 104 documents and then the course with the highest similarity
value is recorded. After that we compare between the course with the highest similarity
and the accredited course of the test case in tablel4. If they are matched then the
accreditation done by the technique is correct, otherwise it is not. By doing that, the
accuracy for each technique can be calculated by dividing the number of test cases that
are accredited correctly on the total number of test cases.

Word-Based Using Dice’s Similarity Coefficient

The threshold value used for determining if two words are similar was 0.75. As
table 15 indicates, the number of courses that are correctly handled is 24 courses, which
gives an accuracy rate of 0.8 (i.e., 24/30=80%).

Tablel5: Results of the word-based N-gram technique using Dice's Coefficient

Coming System Coming System
Courses judgment Courses judgment
Test 1 0.15 Test 16 0.37
Test 2 0.16 Test 17 0.65
Test 3 0.31 Test 18 0.55
Test 4 0.17 Test 19 0.64
Test 5 0.48 Test 20 0.36
Test 6 0.9 Test 21 0.125
Test 7 Fail(CS 352) Test 22 0.38
Test 8 0.43 Test 23 0.17
Test 9 0.52 Test 24 0.64
Test 10 0.52 Test 25 0.45
Test 11 0.68 Test 26 0.57
Test 12 0.5 Test 27 0.49
Test 13 0.36 Test 28 Fail (CS 433)
Test 14 | Fail(MIS250) Test 29 Fail(MIS250)
Test 15 Fail(CIS 101) Test 30 Fail(CIS 101)
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Word-Based Using Cosine Similarity

According to the results shown in table 16, the number of courses that are
correctly treated is 26 courses. So the accuracy rate of this technique is 0.87 (i.e.,
26/30=87%).

Tablel6: Results of the word-based N-gram technique using Cosine similarity

Coming System Coming System
Courses judgment Courses judgment
Test 1 0.3 Test 16 0.5
Test2 | Fail(CS470) Test 17 0.8
Test 3 0.55 Test 18 0.66
Test 4 0.48 Test 19 0.46
Test 5 0.52 Test 20 0.56
Test 6 0.93 Test 21 0.45
Test 7 Fail(CS352) Test 22 0.29
Test 8 Fail(CS352) Test 23 0.35
Test 9 0.38 Test 24 0.66
Test 10 0.65 Test 25 0.44
Test 11 0.64 Test 26 0.66
Test 12 0.65 Test 27 0.68
Test 13 0.42 Test 28 0.62
Test 14 0.35 Test 29 0.35
Test 15 | Fail(CIS10) Test 30 Fail(CIS10)

Whole Document-Based

According to the results shown in table 17, the number of courses that are correctly
accredited is 21 courses. Hence, the accuracy rate of this technique is 0.7 (i.e.,
21/30=70%).

Tablel7: Results of the whole document-based N-gram technique using Cosine

similarity

Coming System Coming System
Courses judgment Courses judgment
Test 1 Fail CS 376 Test 16 0.57
Test 2 Fail CALC102 Test 17 0.68
Test 3 0.54 Test 18 0.65
Test 4 0.50 Test 19 0.58
Test 5 0.56 Test 20 0.60
Test 6 0.79 Test 21 0.54
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Coming System Coming System
Courses judgment Courses judgment
Test 7 Fail(CS25) Test 22 0.51
Test 8 0.57 Test 23 Fail(CHE105)
Test 9 Fail(Calc21) Test 24 0.66
Test 10 0.58 Test 25 0.56
Test 11 0.79 Test 26 0.67
Test 12 0.60 Test 27 0.63
Test 13 0.58 Test 28 Fail(CS 433)
Test 14 Fail(MIS 482) Test 29 Fail(CIS103)
Test 15 Fail(CIS 227) Test 30 0.49

Putting the results of the three techniques as shown in table 18, we can see that
the word-based technique that uses Cosine Similarity provides better accuracy rates than
the other two N-gram matching techniques. It worth nothing that the similarity values of
the first technique are smaller than the similarity values of the other two techniques. It is
important to note also that most of the courses that all techniques failed to accredit are
computer science courses. This is because these courses have general descriptions
especially first year courses such as “CS 100”. On the other hand, the science faculty
courses have similar descriptions in the different universities, because of that they are
correctly accredited by all the techniques.

Low accuracy of the third technique, compared with the others, does not
necessary mean that it is not a good technique, because it has a chance to be a good one
when it is used with trigram or more.

It should be mentioned here that we didn’t consider evaluation of performance
factors due to the fact that the whole process is not time consuming. Once indexers are
built, the process of comparing documents is relatively short and hence evaluating the
impact on time was insignificant.

Table 18: Summary of the accuracy results for the three techniques

Technique Accuracy
Word-Based Using Dice’s Similarity Coefficient 80%
Word-Based Using Cosine Similarity 87%
Whole Document-Based 70%

Conclusion and Future Work

In this paper, we focused on measuring documents’ similarity for course credit
transfer between Jordanian universities using Arabic course descriptions. Three N-gram-
based matching techniques have been investigated and compared with human judgments,
with the objective to evaluate which technique provides better results within an
acceptable threshold value.
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The analysis of the results indicates that the word-based N-gram technique using
Cosine Similarity provides better accuracy rates than the word-based technique and than
the whole document-based N-gram technique that use Dice's Coefficient.

The results of this investigation show that N-gram document matching techniques
can be applied to automate the matching process of course descriptions for credit transfer
between universities within an accuracy level that goes beyond 80%. However, it
important to note that similar courses at various universities seem to have similar
descriptions, because they represent commonly adopted requirements at the national
level.

This study applied N-gram approach to document matching at two levels: word
level and whole document level. The same approach can be applied also at phrase level.
In addition, all the techniques discussed in the paper applied Bi-gram computation,
applying Tri-gram computation might improve all or some of the strategies used,
because Tri-grams put more constraint on the matching process than Bi-grams.
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